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Highly cross-linked polymer (HCP) networks are becoming increasingly important as high-performance
adhesives and multifunctional composite materials. Because of their cross-linked molecular architectures,
HCPs can be strong but brittle. One key goal in improving the performance of an HCP is to increase toughness
without sacrificing strength. Using large scale molecular-dynamics simulation, we compare and characterize
the mechanical behavior of two model HCPs under tensile deformation. In the first case, bond angles among
any three connected monomers are unconstrained and in the second case we impose harmonic tetrahedral bond
angle constraints. We perform a detailed microstructural analysis that establishes a unique correlation between
macroscopic mechanical behavior and the microscopic structure of an HCP. While, in the unconstrained
system, strain-hardening behavior is observed that is attributed to the formation of microvoids, the void growth
is completely arrested in the constrained system and no strain hardening is observed. Moreover, after the initial
strain-hardening phase, the unconstrained system displays the same stress-strain behavior as that of a con-
strained network. Strain hardening makes the unconstrained system ductile while it retains the same tensile
strength as the constrained system. We suggest that bond angle flexibility of cross-linkers might be a possible
means to control ductility in an HCP network at a constant cross-linker density. We have also studied the effect
of temperature, strain rate, and intermonomer nonbonded interaction strength on the stress-strain behavior.
Interestingly at a strong intermonomer nonbonded interaction strength, no strain hardening is observed even in
the unconstrained system and fracture sets in at around 1% strain, similar to what is observed in an experi-
mental system such as epoxy and vinyl-ester based thermosets. This indicates that strong nonbonded interac-

tions play a key role in making an HCP strong but brittle.
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I. INTRODUCTION

Rational design of improved adhesives and composite
materials requires the ability to predict, based on molecular
structure, properties such as tensile strength, fracture strain,
Young’s modulus, and strain-hardening modulus, to name a
few [1,2]. While attention to such structure-function relation-
ships has been mostly limited to dense systems of linear
polymer chains under externally imposed deformation [3-7],
more recent interest has focused on the underlying phenom-
ena that govern the mechanical properties of highly cross-
linked polymers (HCP) [8—11].

HCPs are three-dimensional networks of covalently con-
nected monomers, and they exhibit a wide range of exotic
and unpredictable behavior [10,12-14]. Despite development
of HCPs with improved performance, theories linking struc-
ture to mechanical properties are limited. This deficiency is
partly due to the complex extended molecular structures as-
sociated with HCP networks, which are difficult to specify to
a desired degree. Therefore, simulations have become a
method of choice [9,11,15,16] to ascertain what molecular
level mechanisms govern the mechanical behavior of HCP
networks. In one of the earliest studies of HCP adhesives,
molecular-dynamics (MD) simulation of a generic coarse-
grained bead-spring model was used to study the effect of
interfacial bond density on mechanical fracture in HCP [9].
In follow-up work, the effect of cross-linker functionality on
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mechanical properties was investigated [11]. In these studies,
initial conditions were manipulated to localize the fracture
near the interface, which was achieved by allowing mono-
mers to form fewer bonds near the surface than in the bulk
region. More recently, a hybrid model was developed in
which coarse-grained beads were cross-linked applying
Monte Carlo moves and then inverted into a full atomistic
model for MD [16].

An important drawback of many HCPs is a lack of duc-
tility in the glassy state. For example, around 2 GPa of stress
is required to fracture an epoxy at an extremely brittle defor-
mation of 1%. Recent understanding suggests that ductility
can be achieved in a glassy state epoxy network by reducing
the cross-linker density [17]. In general, reducing cross-
linker density does enhance energy dissipation by enabling
larger degrees of plastic deformation before fracture sets in.
However, this reduction in cross-link density greatly sacri-
fices tensile strength [17,18]. In a recent shorter communica-
tion, using MD simulation of a generic model, we have
shown that an HCP network can exhibit strain-hardening be-
havior that makes an HCP network ductile without altering
its tensile strength at a constant cross-link density [19]. This
behavior was attributed to the formation of microvoids in the
sample. The void size distribution followed a functional form
well-known from Lennard-Jones (LJ) particle packings
[20,21] but was shown to hold an order of magnitude beyond
its original domain. It was also shown that voids did not
develop for a system with bond angle constraints, and this
system also did not strain harden. The purpose of this paper
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is to present an extended analysis of this HCP strain-
hardening behavior and to extend the study of these systems
to explain the role of nonbonded attraction in determining
material properties. Specifically we consider the effect of
degree of bond angle flexibility, temperature, strain rate, and
intermonomer nonbonded interaction strength on the me-
chanical properties of HCP networks. We perform a detailed
microstructural analysis that provides a molecular level ex-
planation of several aspects of the mechanical behavior of a
model HCP network.

The remainder of the paper is organized as follows: in
Sec. IT we sketch our methodology. Results for both models
are presented in Sec. III, where we first show the stress-strain
behavior in Sec. IIT A. The links between material properties
and the microscopic structure of an HCP is shown in Sec.
IIT B. Conclusions are drawn in Sec. IV.

II. METHOD AND MODELS

Our system consists of a 95% cured HCP confined be-
tween two crystalline surfaces. For our study, a simple
coarse-grained bead-spring model is used [22,23]. The model
consists of point-mass beads that are connected to each other
with massless springs. The following few aspects of our
treatment will be described here: interaction between mono-
mers, surface structure, sample preparation, network forma-
tion, and thermostatting.

A. MD method: Langevin dynamics

In this study, we employ regular MD, in which tempera-
ture is imposed by coupling a Langevin thermostat [22],

mi;=—=V.V—ymt, + (1), (1)

where V is the total interaction potential and vy is the damp-
ing coefficient. A velocity-dependent frictional force and a
random force I';(r) are added to the equation of motion. The
random force I';(¢) satisfies the fluctuation-dissipation theo-
rem

(@) - Ty(t")) = 6mkgTy5,;0(t = 1'). (2)

The equation of motion is integrated with the velocity-Verlet
algorithm [24] with a time step 6r=0.0057. The glass transi-
tion temperature of confined LJ system is 7,=0.5uy/kg
[9,25]. In order to study the temperature dependence of me-
chanical properties, we varied thermal energy from below 7,
(i.e., 0.3uy/ kg) to a temperature, T=1.1uy/kg, at which sys-
tem is in a rubbery state.

B. Interparticle potentials

In this model, individual monomers interact with each
other via a truncated LJ potential [22],

VLJ(r)
d 12 d 6 d 12 d 6
(22 () (2, e
= r r r, r,
0, elsewhere,

3)

with the cutoff radius, r., chosen to be 2.5d. Here u is the
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unit of energy and d is the unit of length. The results pre-
sented below are expressed in units of the LJ energy u, the
LJ radius d, and the mass m ﬁndividual monomers. This
gives unit of time as 7=d\m/u,. Values representative of
hydrocarbons are as follows: u#y=30 meV, d=0.5 nm, 7
=3 ps, and the unit of pressure is py=40 MPa [25].
Following Stevens [9], we use a bond potential to model
breakable covalent bonds that is the sum of purely repulsive
Weeks-Chandler-Andersen (WCA) potential,

d\" (d\° 1
4ug (—) —(—) +—|, for r<2"d,
Viwea(r) = r r/ 4

0, elsewhere,
4)
and a quartic potential,
Kky(y =)y =r)y* + Uy, r<15d,
Vbond(r) = (5)
UO’ r= I.Sd,

where r,=1434.3uy/d*, y=r—Ar, Ar=1.5d, r,=-0.7411d,
r,=0, and Uy=67.2234u, [9]. The precise choice of r; gives
an effective bond length of 0.97d [22]. The cutoff distance
1.5d is the maximum extension of the bond, beyond which
the bond breaks.

In the case of the constrained system, we also include an
additional bond angle potential that enforces a tetrahedral
bonding geometry,

Vangie(0i) = k(05— 6)*, (6)

where unless stated otherwise 6,=1.91 rad (or 109.45°) and
kg=0.02u/rad>. The angle 0, is the effective angle between
bond vectors b;; and b.

C. Crystalline confining walls

The system is confined between two walls, each of which
consists of two closed packed layers of atoms, mimicking a
(111) plane of a face-centered-cubic solid. The atoms of the
surface are tethered to their equilibrium sites by a spring
with force constant k=5000u,/d”. Nearest-neighbor spacing
between the substrate atoms is 6=1.209¢ and the area of the
surface is expressed as A=N,5°\3/2, where N, is the number
of substrate atoms. The geometry of the substrate is essen-
tially square with a fixed linear dimension L,=~L,. Periodic
boundary conditions are employed in the plane of the sub-
strate. Normal extension is defined as L, which is the instan-
taneous separation between inner surfaces of each walls.

D. Sample preparation
1. Precure warm up

An initial configuration is generated by randomly distrib-
uting N monomers within the simulation box L,XL,XL?,
where L7 is the initial interwall separation. The system is
then subjected to a 4000 MD time step warm up stage to
remove the bead-bead overlaps using force capping. Specifi-
cally, the interparticle WCA forces are adjusted according to
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oy - {Fo(r,-j), for F(r;) < F.(1) 0

F.(1), for FO(Vij) =F.(1)
The capping force, F (), follows a linear time dependence,

(Fmax - Fmin)
— 1

max

F(1) = , (8)
where F;,=1uy/d and F,,=1500u,/d is the force capping
range, and ?,,,, is the duration of the warm up stage.

2. Curing: network formation

After warm up, the simulation enters a curing phase in
which particle-particle bonds are allowed to form. A bond
between any two particles is allowed to form, provided the
following conditions are met:

(i) The distance between particles is 1.3d or less.

(ii) Both particles have not yet formed the maximum
number of allowed bonds. In our simulations each fluid par-
ticle is allowed to form at most four bonds to other fluid
particles and an additional four bonds to surface atoms.

(iii) A uniform random number, selected between zero and
one, is less than a stipulated bond-formation probability,
Ppona- In our case Py, is chosen as 107 to attenuate the rate
at which energy enters the system due to the formation of
bonds.

(iv) In the case of a constrained system we also include an
additional harmonic bond angle potential as soon as the two
bonds emanating from a particle is formed. Since our system
consists of four functional monomers and the curing is con-
ducted at a very slow rate, the local structure of a network is
more or less tetrahedral.

Unless stated otherwise, we set temperature at 1.1ug/kg
during the slow curing stage. A constant compressive pres-
sure, P,=3.5uy/d>, is maintained on the upper wall during
the bond formation and subsequent quenching. This small P,
is employed to take additional precaution against void
growth, which may occur due to the strong tendency for the
system to decrease its volume during curing and quenching
[19]. A typical duration of 30 000 MD time steps generates a
sample in which 95% of possible 4N/2 bonds are formed.
After curing the sample is quenched down to a desired tem-
perature.

It is important to mention that for a constrained system we
do not employ any smooth cutoffs for the angle potentials
designed to prevent the occurrence of impulse forces upon
forming or breaking of bonds. However, given the value of
the angle potential harmonic spring constant we used, such
impulse forces are negligible compared to the other conser-
vative forces and they are more or less instantly dissipated
by the thermostat.

E. Tensile deformation
A schematic representation of our model is shown in Fig.
1. Tensile deformation is imposed by pulling the upper wall
with a constant velocity le that defines a strain rate of €

=L./ L?. In a series of simulations the value of € is varied
from 2 X 10™47! to 10737, In this study, we consider three
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L
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FIG. 1. (Color online) A space-filling representation of a model
HCP. Here L,, Ly, and L] are linear dimensions along x, y, and z
directions, respectively. LZ is the velocity of upper wall through
which the tensile deformation is imposed.

system sizes N=100 000, 510 000, and 1 000 000. There is
no detectable distinction between the stress-strain plot corre-
sponding to system sizes 510 000 and 1 000 000, and there-
fore all results in this paper are presented for a system of size
510 000. Results are averages of two or three independent
simulations with stochastically independent initial configura-
tions.

III. RESULTS AND DISCUSSIONS
A. Stress vs strain
1. Strain hardening and the role of bond angle constraints

We plot engineering stress, o, as a function of engineering
strain, e=(L,—L?)/L?, in Fig. 2. Results are shown for four
different bond angle stiffnesses, k4 For x,=0 and 0.001,
four regimes are clearly visible: an initial regime e= 1%,
where stress increases rapidly with a small network deforma-
tion. Above these strains (i.e., 1% <e<15%) stress in-
creases nonlinearly with increasing strain. During this stage

35
30
25

0.0 0.1 02 03
strain

FIG. 2. (Color online) Stress versus strain plot for our model
HCP for four different bond angle stiffness, k4 Simulations are
carried out at a constant strain rate é=2X 10™77! and temperature
is set to 0.3uy/kg.
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FIG. 3. (Color online) Stress versus strain plot for «4=0. Results

are shown for two different functionalities f=4 and f=3. Simula-

tions are carried out at a constant strain rate é=2X 10"*7! and
temperature is set to 0.3ug/kg.

no bonds break. However, this initial tensile deformation in-
duces structural rearrangement in the sample which makes
the system harder. This behavior is reminiscent of strain
hardening in polymer glasses [1,2]. For €>15% an irrevers-
ible plastic deformation occurs and the first bond breaks
around €=~ 15%. Beyond €=15%, bonds rapidly break lead-
ing to total failure of the network as the stress falls to zero.
The sample also achieves a tensile strength of about 25u/d>.
For stiff bond angle constraints (i.e., k,=0.01 and 0.02) we
do not observe strain-hardening behavior.

In general, strain hardening in polymeric systems is asso-
ciated with necking of the sample, which orients covalent
bonds in the direction of the deformation and is known to
make the system harder [1,2]. However, due to multiple con-
nectivities of monomers, there is no a priori allowance for
such behavior in HCP networks. Therefore it is worthwhile
to investigate the possible microscopic phenomenon that
governs strain hardening in HCPs. In a shorter prior commu-
nication [19], we have shown that the strain hardening in
HCP can be explained by the formation of microvoids well
before the bond breaking sets in. In contrast, void growth is
completely arrested in the system with strongly constrained
bond angles, as in the case of k,=0.01 and 0.02, and thus no
strain hardening is observed (see Fig. 2).

It can be appreciated from Fig. 2 that, by changing the
bond angle stiffness, k4, we can manipulate the ductility of
our model HCP. While recent experiments suggest that the
ductility can be enhanced by reducing the number of cross-
linkers per unit volume [17], we show that ductility can be
enhanced by changing ky, at a constant cross-link density,
without compromising tensile strength, o,. Furthermore, to
test the effect of reducing bond density we have also con-
ducted simulations where the monomers were allowed to
form at most three bonds with their neighbor. A comparative
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plot for two different monomer functionalities, f’s, is shown
in Fig. 3. As expected, reducing cross-link density enhances
ductility by enabling a relatively larger degree of plastic de-
formation. However, this also reduces o, by a factor of two
[17,18].

2. Effect of temperature and strain rate

In this section, we study the effect of temperature 7" and
strain rate € on the stress-strain behavior. We first show the
temperature dependence of stress-strain behavior for both
model HCPs in Fig. 4. Results are shown for four different
temperatures. As expected, the stress-strain behavior shows
sensitivity to 7. For example, the Young’s modulus E, which
gives the measure of stiffness of a material, is the slope of
the Hookeian response of stress-strain behavior. In the case
of the unconstrained system, calculation of E is somewhat
ambiguous considering that we observe an elastic region
only at very low strain values, i.e., €<1%. E nearly doubles
when the temperature changes from 1.1uy/kg to 0.3uy/ kg for
an unconstrained system. Furthermore, o, changes by about
20%, which is not unexpected given that at a lower tempera-
tures system is more rigid and hence a larger stress is re-
quired to fracture the sample. However, there is no signifi-
cant change in E for the constrained system [see part (b) of
Fig. 4] although the tensile behavior is similar to that of an
unconstrained system. This suggests that, as expected, at
smaller deformations the nonbonded LJ interaction strength
controls the mechanical behavior, whereas at larger deforma-
tions the breaking of cross-linkers is responsible for the
change in mechanical behavior.

We have also conducted simulations for different strain
rates €’s. Our system shows only a weak strain rate depen-
dence within the values studied here. However, upon increas-
ing ¢ above 1072 we see a clear qualitative deviation from the
behavior presented in Fig. 4 (plot not shown). To summarize
the results we have plotted Fig. 5, where variation in o, as a
function of both T and € is shown. o, decreases with increas-
ing T and decreasing € [8]. While temperature variation is
obvious, the high velocity hardness of a material suggests
that at a large € the externally imposed time scale is smaller
than the system’s internal response time and hence the sys-
tem appears more rigid.

Although o, shows a weak strain rate dependence, the
strain to break the sample does not show any noticeable
strain rate dependence at a constant temperature. However,
strain to break increases with temperature as the system be-
haves as rubber at higher temperatures (see Fig. 4).

3. Effect of L] interaction strength

Thus far we have discussed stress-strain behavior and the
effects of temperature on the mechanical properties. More-

25F ~T=03 12 —I=03 7
T=06 T=06 , , ,
20 T=0.8 201 ~T=0.8 - FIG. 4. (Color online) Stress-strain behavior
%1 L T=11 %1 5 “T=11 of HCP network for four different temperatures:
5 5 (a) unconstrained system, and (b) constrained
“10 “10 1 system. Arrows indicate increasing temperature.
5 5 i All simulations are carried out for a strain rate
ol ol ] é=2X 107471,
0.0 0.1 0.2 0.3 0.0 0.1 0.2 0.3
(a) strain (b) strain
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FIG. 5. (Color online) Tensile strength oy as a function of tem-
perature, 7, for three different strain rates, €. Lines are drawn to
guide the eye.

over, it is still important to point out that £ of an HCP net-
work shows significant sensitivity to temperature. For ex-
ample, in a glassy state HCP (i.e., for T=0.3u,/ kg) the cross-
linkers effectively freeze giving rise to large E. Moreover,
for an HCP in its rubbery state (i.e., for T=1.1uy/kg) one
would expect to observe an order-of-magnitude reduction in
E. However, we do not observe this trend in our simple
coarse-grained model. Therefore to further investigate what
controls the mechanical behavior of an HCP network in its
glassy state, we study the effect of changing intermonomer
nonbonded interaction strengths on the stress-strain behavior.
Results are shown in Fig. 6. By increasing nonbonded inter-
action strength, we observe two distinct features in the case
of unconstrained system: (a) the system is less ductile with
increased tensile strength and (b) doubling the interaction
strength also doubles E' at fixed 7. Moreover, changing non-
bonded interaction does not significantly affect the behavior
of a constrained HCP system.

In the case of the unconstrained system, we have also
conducted simulations for two more nonbonded interaction
strengths, as shown in part (a) of Fig. 6. One interesting
result is that for 8.0u, we do not observe any strain harden-
ing and only brittle fracture occurs. Furthermore, we observe
fracture at around 1% strain, similar to what is observed in
experimental systems such as epoxy and vinyl-ester based
thermosets. This indicates that in a real system atoms might
be arranged in a way that results in a stronger van der Waals
interaction than in a typical liquid, making an HCP network
strong but brittle. We still point out that a similar trend is not
observed for a constrained system. This insensitivity of
stress-strain behavior in a constrained system with L] inter-
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(a) LJ fluid (b) 95% cured (c) 5% strain

FIG. 7. (Color online) Molecular snapshot at a particular depth
to show the lateral distribution of the void along the x-y plane.
Three snapshots are drawn for (a) LJ fluid at p=0.93d473, (b) 95%
cured sample at p=0.94473, and (c) after 5% strain at p=0.87d7>.
Blue arrow represents the Z direction. Here p is density of particle
packings. All simulation snapshots are presented for the glassy state
HCP.

action strength can only be explained by analyzing the struc-
ture of a network, as we do in the next section.

B. Structural properties

1. Microvoid formation and strain hardening
in unconstrained system

Whenever a polymeric system is subjected to an external
deformation, the work done is partially dissipated and par-
tially transferred into the conformational changes in polymer
chains. Change in polymer conformation is usually attributed
to the creation of internal surface area, which results in
cracks and crazes [26]. These crazes generally originate near
the region of localized tension and thus result in toughening.
Our HCP system also shows microvoids (see Fig. 7), which
suggests that strain hardening in our model HCP can be ex-
plained due to the formation of these microvoids.

One might guess that, whenever a void surface is created,
it is associated with broken bonds. However, during the early
stage of void formation and growth, no bond breaks in our
HCP network.

Formation and growth of void volume is well-known phe-
nomenon in the LJ particle packings [21,27]. It is shown that
number density of particle packings, p, has an intimate rela-
tion to the formation of voids, and voids grow in size with
the reduction in p. It was also shown that void of a particular
large size can only form if the density goes below the so-
called “critical density,” p*, which was found to be 0.89d473
for LJ particle packings [27]. In our simulations we observe
similar trend; p decreases with increased € due to the z ex-
pansion of the simulation box, consistent with the increased

50F ‘ ‘
sl - ; .guo 25 '“;-g”o 1 FIG. 6. (Color online) Stress-strain behavior
: —2.0u, 20 — <.V, of HCP network for different LJ interaction
230t 40, 2 15 1 strengths. Results in (a) corresponds to uncon-
§20 L '8'9-,_140 ﬁ strained system and (b) for constrained system.
ZE «10 . b All simulations are carried out for a strain rate
10 5t/ g €=2X 107! and thermal energy is set to
o 0 ! ] 0.3ug/ kg. Part (a) also contains graph with inter-
0.0 0‘.1 0‘_2 0‘.3 0.0 0‘.1 012 0‘3 monomer nonbonded interaction 4.0u and 8.0u,.

(a) strain (b) strain
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FIG. 8. (Color online) Simulation snapshots of a particular void
at various €’s. Four snapshots corresponds to: (a) €=0% at p
=0.94d73, (b) €=1% at p=0.92d73, (c) €=2.5% at p=0.90d73, and
(d) €=5% at p=0.87d>.

void size with increasing €, as shown in Fig. 8. One would
expect to see brittle fracture if most of the void volume was
due to the presence of one dominant large void. Moreover,
strain hardening is only made possible due to the presence of
several smaller voids in the sample [see part (c) of Fig. 7].
Therefore it is important to understand what determines the
distribution of void sizes.

A standard method to visualize voids in the system is the
analysis of void clusters according to their size. For this pur-
pose, we discretize our simulation box into cubic voxels of
linear dimension that varied from 0.4d to 0.8d depending on
the temperature. A voxel is considered to be void space if
there is no monomer inside it and also the centroid of a
monomer is farther than d/2 distance from the box boundary.
Empty boxes are clustered into voids according to the rule
that any two empty face-sharing voxels must belong to the
same void. Subsequently, void size is measured as the num-
ber of voxels in a distinct void times volume of a single
voxel.

There has been a long history of studying statistical ther-
modynamics of void space in dense particle packings
[20,21,28,29]. Therefore before going into our results, we
briefly want to discuss some of the key ingredients of exist-
ing theory. In general, there are two main distinctions of the
void spaces in LJ particle packings: free volume and cavity
volume. While the former gives the measure of a void space
in the vicinity of a particle where the parent particle is free to
move, the latter gives a void volume where a foreign particle
can be accommodated [29]. The probability that a particle
has a free volume between v and v+dv can be written as
[20,21]

vP(v)

f(v)dv =
J vP(v)dv

E
dv = v® exp(— k_%")dv’ )
B

where P(v)dv is the probability of finding a cavity between
volumes v and v+dv, and E), is size dependent pseudoenergy
that scale as v¢. Here « and ¢ are positive fitting parameters.
This gives an effective distribution function for the cavity
volume [19],

%mvwl exp(— k—i%), (10)
n(v

v

P(v) =

where n(v) is number of voids with volume, v. We have
plotted this distribution function, P(v), measured directly
from the simulations in Fig. 9. It is clearly visible from Fig.
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100;\ o T=0.3u,/kg
. o T=08u,/ky |

A

sl

FIG. 9. (Color online) Void size distribution of voids for HCP at
two different temperatures. Lines are fits according to Eq. (10) with
a=1/3 and {=0.27 for T=0.3uy/kg and 0.75 for 0.8u,/ kg, respec-
tively. The inset shows the observation of largest void v, for
different temperature. Simulations are carried out at €=2
X 10777 ! and after 5% strain at p=0.87d"3.

9 that smaller voids are more numerous such that void vol-
ume is distributed among as many voids as possible, whereas
the probability of observing large voids is small. While the
data for P(v) is strain or strain rate independent [19], it does
show sensitivity to temperature. Furthermore, we observe
that the data can easily be described by Eq. (10) [20,21].
Fitting Eq. (10) to the data in Fig. 9, we find @=0.32 and
{=0.27 for the glassy state HCP. In the other case of T
=0.8uy/ kg, the data can be described only by changing { to
0.75. Furthermore there are two distinct contributions that
constitute Eq. (10). The power-law term, v=>3, is a surface
energy contribution and the Boltzmann factor measures the
energetic penalty for the creation of a void of size v from a
homogeneous chunk of material at a given p. We find that
this pseudoenergy scales as v®?’ for an HCP sample in its
glassy state.

From the comparative plot it is evident that the probabil-
ity of finding large voids is extremely unlikely at large tem-
peratures. Given the Boltzmann-like behavior it is somewhat
surprising because a long tail in the distribution function is
expected at large temperatures. This counterintuitive behav-
ior can only be explained in terms of p*“. Therefore we plot
the volume of largest void, v, obtained in a sample as a
function of temperature in the inset of Fig. 9. The size of
largest void obtained at T=1.luy/kg is an order-of-
magnitude smaller than at 7=0.3u,/ kg, suggesting that the
p" is temperature dependent and decreases with increasing
temperature. Thus it is consistent with the absence of larger
voids for 7>0.3u,/kg at a given density.

We have also investigated void shapes. A quantity that
perhaps best describes the shape of a void is its gyration
tensor,
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FIG. 10. (Color online) Total void volume, V,,, as a function
of bond angle stiffness, x4 Solid line represents Vi, (k45— 0).

N, voxel

> (Ri,—R)(Ry,—R,) ), (11)
Nvoxel i=1

Sab =

where a and b are Cartesian indices, R, is the center of mass
along ath axis, and N, is the number of voxels in a par-
ticular void. Large voids, for example, of size v = 25d3, were
predominantly pancake shaped with their smallest axes ori-
ented in the direction of tensile deformation.

The lateral dimensions of the largest void prior to any
bond breaking is 6d, as shown in part (d) of Fig. 8, which is
much larger than the maximum extension of the intermono-
mer bonds (i.e., 1.5d). Therefore these large voids must be
due to the orientation of bonds emanating from the particles
sitting at the surface of a void volume. Indeed, by analyzing
the bond orientation in the simulation snapshots, we find that
almost 95% of the monomers in the periphery of the voids
are four coordinated. However, most of the bonds emanating
from these peripheral particles are oriented away from the
void center. Thus increasing void size with € is due to the
disruption of nonbonded interaction between pairs of mono-
mers. This explains why we observe large voids without
breaking any bonds. Upon increasing strain above 15%, mi-
crocracks propagate in the lateral direction due to bond
breaking near lateral periphery of voids, leading ultimately to
fracture.

The specific spatial distribution of the monomers is only
made possible because bonds are allowed arbitrary orienta-
tion so long as particles do not overlap. Therefore, by engag-
ing these voids so that void growth becomes completely ar-
rested, the so-called microvoid based strain hardening should
disappear. In our constrained system, the tetrahedral geom-
etry apparently completely arrests the void growth as shown
in Fig. 10. It is important to mention that the observed void
volume for k4=0.01 and 0.02 is predominantly due to pres-
ence of small fraction of monomers that form two or three
bonds.

2. Fracture snapshots

It has been discussed that the stress-strain behavior shows
a weak strain rate dependence. However, besides having an
effect on the tensile strength and failure strain, the effect of
the strain rate is seen in the depth at which fracture occurs.
The fracture region is clearly visible from the snapshots
of these simulations (Figs. 11 and 12). For é=2X 1074771,
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(a) unstrained (b) 2 x 10 —4r-1

(d) 10 —3771

() 5x 10 ~471

FIG. 11. (Color online) Simulation snapshots demonstrating the
tensile failure in a constrained system at different strain rates, €.
Four snapshots corresponds to: (a) initial sample, (b) for €=2
X 107471, (c) é=5x10"*7", and (d) é=10737"". All simulations
were carried out at a thermal energy 0.3uq/kg.

we always observe bulk (or cohesive) fracture, whereas, for
higher strain rates, fracture is usually localized within
15d-20d from the upper surface. In our models, the bulk
system is more homogeneous and bond density is higher in
the bulk region. Therefore, with higher €’s the system frac-
tures near the interface. It is important to point out that ad-
hesive fracture always occurs near the upper wall, yet bond
density is similar near both walls. Therefore, it is likely that
stress is being produced near the upper wall at a rate faster
than it can diffuse downward through the sample. Moreover,
at a very slow €, stress propagation throughout the sample
gives rise to a completely cohesive failure.

(a) unstrained (b) €=2x10 —4r-1

(c) é=5x10 ~4~1

(d) é=10 3771

FIG. 12. (Color online) Same as Fig. 11, however for an uncon-
strained system.
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FIG. 13. Radial distribution function, g(r), for a constrained
system. Different plots correspond to structure during various cur-
ing stages as mentioned in the caption. For comparison we have
also drawn g(r) for a simple LJ fluid.

In a neat HCP, as those in this study, € does not signifi-
cantly affect the stress-strain behavior and only a weak €
dependence is observed. However, € does significantly affect
the mechanical behavior of an alloy where linear chains are
added to the HCP network. In a recent work, we have shown
that for é=2 X 107#77! we can still observe an adhesive fail-
ure if the concentration of linear chain is large such that their
presence act as a barrier for the stress propagation. More
specifically cohesive failure occurs for low linear-chain con-
centration and an adhesive failure happens for large concen-
tration. This transition gives rise to an anomalous behavior of
ductility in an alloy as a function of linear-chain concentra-
tion [30].

3. Glassy structure and its role in material properties

In Fig. 6 we have shown that changing intermonomer
nonbonded interaction strength does not significantly affect
the stress-strain behavior in a constrained HCP system. So, to
explain the insensitivity of stress-strain behavior in the con-
strained system with u,, we examine the microstructure of
HCP networks via the monomer-monomer radial distribution
functions, g(r). Figure 13 shows g(r) for a constrained sys-
tem during various percentage curing. For comparison, Fig.
13 also shows g(r) of a simple LJ fluid, which has a peak at
a distance comparable to minima of LJ potential (i.e., r
=2"8(). The data clearly show a strong structural rearrange-
ment as the system cures. Several distinct features are clearly
visible: (a) first peak shift toward a lower r value with re-
spect to the LJ fluid. This is due to the stipulated cross-link
bond length 0.97d, and with increasing percent cure, par-
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FIG. 14. Same as Fig. 13, however for an unconstrained
system.

6 12 1.8 2.4 30
r

ticles start accumulating at this distance. (b) Once the system
attains a 40% cure there are virtually no visible peaks be-
yond a distance of 1.8d, indicating a lack of long-range or-
dering in the sample. (c) Due to the influence of the addi-
tional bonding constraint, individual monomers are nearly
frozen near their equilibrium positions and thus exhibit very
little thermal motion, which is indicated by the reduced peak
width with increasing percent cure. As the stress-strain be-
havior is different in both systems, one may therefore expect
to see different structural behavior in our unconstrained sys-
tem of HCP. The g(r) for an unconstrained system is plotted
in Fig. 14. Similar to Fig. 13, here also we observe a peak at
the bond length 0.97d. Moreover, unconstrained system
shows a long-range ordering, similar to that of a LJ fluid,
even after the system attains a 95% cure, which is indicated

of ;
10
of
o 10T i
N’ L
o
S0 4l ]
10 o—o unconstrained
L o constrained g } 1.0u, E
3 +—+ unconstraine E
10—6 i «— constrained } 2.0u, u
L | | L |
0.8 1.0 , 1.2 14

FIG. 15. (Color online) Radial distribution function between
bonded monomers, g,(r). Comparative plots are shown for both
HCP systems and for two different LJ interaction strengths.
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FIG. 16. (Color online) Radial distribution function between
nonbonded monomers, g,,(r). Comparative plots are shown for
both HCP systems.

by the peak at around 2.0d, which also coincides with the
peak of a LJ fluid.

In order to perform a detailed microstructural analysis we
separate g(r) into its bonded, g,(r), and nonbonded, g,,(r),
contributions. Figure 15 shows radial distribution function
between bonded monomers, g,(r). As expected the coordina-
tion number, p[4r’g,(r)dr, is around 3.96 for all the cases
shown in the Fig. 15, which is consistent with four functional
monomers in our HCP network. In Fig. 16, we have shown
radial distribution function between nonbonded monomers,
&up(r). It can be appreciated from the plot that for an uncon-
strained system the structure is predominantly the same irre-
spective of the nonbonded LJ interaction strength. Hence,
doubling interaction strength also doubles the material re-
sponse, as observed in part (a) of Fig. 6. Moreover, in a
constrained system the microscopic structure shows a strong
dependence on the nonbonded LJ interaction strength. More
specifically for a 2.0u interaction strength, a larger number
of particles accumulate near the LJ equilibrium distance of
2164, as shown in Fig. 16. This indicates that, with increas-
ing nonbonded LJ interaction strength, particles pack near
the bottom of the potential-energy well where net forces on
particles are relatively small at low strains. This is consistent
with the insensitivity of stress-strain behavior with non-
bonded LJ interaction strength for a constrained system
[see part (b) of Fig. 6]. That is, increasing u leads to better
packing.
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IV. CONCLUSIONS

We used MD simulations to compare and characterize the
mechanical properties of the two models of highly cross-
linked polymer networks. In one model we introduce bond
angle constraints such that four functional monomers can
form a network with local tetrahedral geometry and in the
other case we investigate the simple system where no bond
angle constraint was applied. We find that an unconstrained
system strain hardens due to spontaneous formation of mi-
crovoids. Void size distributions follow a well-known func-
tional form from equilibrium LJ particle packings. In con-
strained systems, void growth is completely arrested, and
this prevents strain hardening. Although the two models are
geometrically distinct, their strained network appears to be
insensitive to the initially formed structure. Strain hardening
makes an unconstrained network more ductile. Flexible
cross-linkers may be a possible route to incorporate ductility
in an HCP sample without sacrificing tensile strength.

We have also studied the effect of temperature, strain rate,
and LJ interaction strength on quantities such as tensile
strength and Young’s modulus. We explain the observation
that a constrained network shows remarkably little sensitivity
to the LJ interaction strength. A structural analysis revealed
that the LJ interaction between monomers is arrested to its
first nearest-neighbor shell, which reduces the net force act-
ing at low strains even though the LJ interaction strength
increases. At a very strong intermonomer nonbonded inter-
action strength, fracture sets in at around 1% strain in an
unconstrained system, similar to those observed in an experi-
mental system. This demonstrates that strong nonbonded in-
teractions play a key role for making an HCP strong but
brittle.
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